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Abstract (646 words):

The following abstract proposes a new perspective on the dirty hands dilemma, specifically on the violation of one's body through torture. The presentation will start with the classic dramatised form of the dirty hands dilemma: suppose a terrorist has planted a bomb which will detonate and end thousands of innocent lives, however, the security services have captured the terrorist but they will not reveal the location of the explosive device. In such a scenario, is torture morally permissible considering the exigent circumstances? The presentation will provide a very brief overview of the arguments in support of, and in opposition to, the use of torture in such circumstances. The presentation will then introduce a new concept to the audience, if the violation of the terrorist's body through physical and psychological torture is morally repugnant, then what about an artificially conscious intelligence (ACI)? Suppose in the near future that a terrorist is plotting a devastating attack which will lead to the deaths of several innocent civilians. The authorities do not know who the individual is or where the bomb is located. However, a radicalised ACI has assisted the terrorist, and has been captured by the authorities. The ACI is a fully conscious entity with emotions, fears, ambitions and beliefs. It is synonymous to the mind of a homo-sapien, with the exception that its architecture is constructed from cleverly arranged computer code rather than flesh and blood. The ACI has also encrypted its entire constitution, meaning even the most gifted of computer scientists are unable to gather information from simply reading the ACIs source code. Instead, the ACI is uploaded into a virtual environment and then subjected to torture in order to coerce it into compliance. Under these circumstances, could torture be morally permissible? To convince the audience such a scenario is possible, the presentation will briefly cover the law of accelerating returns – which dictates technological progress is exponential rather than linear – and real world technological progress, from the video game pong to current virtual realities. In regards to whether an artificially conscious intelligence is a real world possibility, the presentation will also briefly cover the open-worm project, which has successfully mapped every neuron and synapse in a nematode and uploaded the resulting program into a robot. The main section of the presentation will consider this new dimension on the dirty hands dilemma, and argue that torture in this manner could be morally permissible. The presentation will elaborate on several key points. Firstly, torture in a virtual environment is nothing but a string of numbers in a computer system rather than actual physical torture, there is no ‘real’ torture in the sense that a simulation of flying is not actually flying. Secondly, the AI could merely be a simulation rather than a duplication of consciousness, we may never be completely certain that the AI is a conscious entity rather than a functional replica. Thirdly, I will also consider the possibility of maximising justice potential through punishing multiple AI simultaneously – even the most moral of individuals could be tempted by the prospect of ‘resurrecting’ Hitler as an ACI and extracting revenge. The presentation will then argue that such an undertaking is still morally repugnant for the following reasons: inducing artificial suffering is morally questionable, even if the physical torture is not real in the sense that there is no lasting damage caused, the pain will still feel real; if the AI eventually reveals the location of the bomb, deleting the AI could then constitute state sanctioned murder, surely any conscious being should be put through due process procedures rather than be subjected to such treatment; and while one could argue that physical torture has not occurred, psychological torture may have, meaning some form of torture has still happened. The presentation will then conclude that torturing an ACI is obscene, potentially more so that torturing a real human.

